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**1.Introduction**

Super-fast economic changes spurred by world-widely integrated markets and related explosive growth of autonomous AI represent one of the most triggering questions of the modern world. The world is on the threshold of the fourth industrial revolution that draws its energy from big data combined with algorithms and powerful computers. The current digital revolution is marked by its global scale, rapid convergence and the enormous impact that breakthroughs in emerging technologies are having on countries, economies, societies, international relations and the environment. Europe, which for centuries has been at the technological frontier, playing a major role in technological advances and been a pioneer in the production and use of cutting-edge products, is currently lagging the US and China. It may be even argued that there is a risk that the EU might fall behind in global standard setting and technology development. EU in its recent legislative proposals suggests that the AI and robotics should be human-centred and developed to complement human activities. The legal requirements should be adapted accordingly in line with the risk-based approach and due regard should be given to the precautionary principle where warranted. However, the industry level data shows that the new EU compliance requirements might needlessly increase the cost of developing and maintaining AI systems, which could make it more difficult for EU based small and medium-sized enterprises to compete in the AI markets. In addition, in the light of recent geopolitical changes they could slow down the development of generative AI systems, as companies would have to devote more resources to ensuring compliance with the proposed EU AI Act and consequently undermine the EU’s ambition on remaining on the frontier of technological progress.

 Autonomous artificial intelligence (‘AI’) and recent breakthroughs in machine–human interactions and machine learning technology are increasingly affecting almost every sphere of our lives. Such intelligence is on an exponential curve, with particular materialisations of it representing ever greater threats to privacy, possibly being ethically questionable, and even potentially dangerous, risky, and harmful.[[1]](#footnote-1) The creation of generative artificial intelligence that makes its own choices following an evaluative process raises one of the most debate-provoking questions facing the modern world. AI is unleashing a new industrial revolution where it is vital that lawmakers address the systemic challenges it brings and regulate its economic and social effects without stifling innovation. Current trends in favour of developing autonomous machines able to interact, learn, and make autonomous decisions (and hypothetically even develop personhood) also point to several different concerns regarding their direct and indirect potentially harmful effects, which call for a substantive legal and economic response.

 Russell, for example, argues that no one can predict exactly how the new AI technology will develop, but if autonomous machines far exceed human capacity and if we leave the mentioned concerns unaddressed, then autonomous AI could prove to be the last phenomenon in human history.[[2]](#footnote-2) Moreover, Turner argues that Europeans have not come to grips with what is ethical, let alone with what the law should be, thus creating a growing legal vacuum in almost every domain affected by this unprecedented technological development.[[3]](#footnote-3) Acemoglu, for example, argues that that if AI continues to be deployed along its current trajectory and remains unregulated, it may produce various social, economic and political harms.[[4]](#footnote-4) In addition, G7 leaders have at its recent summit called for the formulation of “guardrails” around the development of artificial intelligence which should reflect our democratic values and such systems should be accurate, reliable, safe and non-discriminatory, regardless of their origin.[[5]](#footnote-5) Finally, EU lawmakers have recently agreed on a tough set of rules over the use of AI, including restrictions on chatbots such as ChatGPT, as EU pushes forward in enacting the world’s most restrictive regime on the development of the technology.[[6]](#footnote-6)

 Having regard to such developments, the European Parliament and the European Commission together with many other lawmakers around the globe launched an intensive activity[[7]](#footnote-7) to consider the issue of liability and other broader challenges posed by emerging digital technologies. The EU legislator drafted the new EU Artificial Intelligence Act[[8]](#footnote-8) and (among several others) the ‘new technologies’ formation.[[9]](#footnote-9) Another task that EU lawmaker faced is the issue of whether a) it is appropriate and necessary to intervene regulatorily in AI technologies; b) such intervention should be developed in a horizontal or sectoral way; and whether c) new legislation should be introduced on the EU level.[[10]](#footnote-10) However, as commentators argue, Europe’s original plan to bring AI under control is no match for the technology’s new, shiny chatbot application and other generative AI.[[11]](#footnote-11) Joshua Bengio argues that advanced AI systems such as OpenAI’s GPT could destabilise democracy unless governments take quick action and “protect the public”[[12]](#footnote-12) and more than 1,000 AI experts and tech executives to sign an open letter last month calling for a six-month pause on the development of advanced AI systems.[[13]](#footnote-13) Moreover, Yuval Noah Harari argues that AI has hacked the operating system of human civilisation and that through its mastery of language, ai could even form intimate relationships with people, and use the power of intimacy to change our opinions and worldviews.[[14]](#footnote-14)

 Both the European Commission and the European Parliament consider the risk based approach (with civil liability for damage caused by any form of artificial intelligence) to be a crucial issue that must also be analysed and addressed on the EU level in order to ensure efficiency, transparency and consistency while ensuring optimal risk prevention by establishing legal certainty across the EU. From the law and economics perspective, the role of such a civil liability system is to deter people and firms from injuring others, discourage and prevent risks, internalise the costs of risky events, and compensate those who are injured. In addition, one may wonder whether society’s aims would be better served by reformulating our relationship with a generative AI in a more radical fashion and whether the current rules indeed cover all of the potential risks generated by generative AI.

 Incorporating the main insights from the law and economics literature,[[15]](#footnote-15) this paper seeks to address the role played by public policy in regulating generative AI, the associated risks, and innovation opportunities caused by such AI. In other words, this paper provides a multidisciplinary assessment of the proposed EU Artificial Intelligence Act and seeks to assess its impact on the research & development processes in companies that develop solutions with AI elements. While exploring the unique firm and industry level evidence paper explores the role of public and private actors in AI regulation. It also investigates hybrid modes of regulation with the focus on the inclusive growth of the AI industry in the EU. Moreover, paper provides a set of normative suggestions for an improved hybrid regulatory respond which should achieve optimal risk internalization, precaution, and firm level innovation. Furthermore, this paper provides the comparative, industry based economic, geopolitical and behavioural analysis of current regulatory approaches to AI in the EU, US and China.

 The analysis presented here is both positive and normative. The analytical approach engages in interdisciplinary analysis and enriches it with concepts used in the economic analysis of law.[[16]](#footnote-16) To make the economic analysis accessible to readers not acquainted with sophisticated mathematical reasoning, the law and economics toolkit relied upon follows the traditional comparative law and economics approach.[[17]](#footnote-17)

 This paper is structured as follows. The first part offers the general background and recapitulates literature on the main regulatory approaches. Second part provides a set of normative suggestions for an improved hybrid regulatory respond which should achieve optimal risk internalization, precaution, and firm level innovation. The third part briefly comments on recent EU Artificial Intelligence Act. Finally, some conclusions are presented.

**2.Literature review: conceptual and theoretical framework**

This section surveys a crucial debate in law and economics and also in other social sciences concerning the balance between the state and the market. Which activities should be left to markets and which others should be the purview of the state? Classic law and economics textbook suggest that such intervention is warranted only under clearly delineated circumstances. Among others, these include also the presence of “negative externalities,” which materialize when actions by individual actors have major negative consequences for others that are not mediated via markets, paving the way for excessive level of some activities.[[18]](#footnote-18) Economically speaking the potential hazards and damages caused by the uncontemplated activity of autonomous AI are a classic example of negative externalities and asymmetric information problem. Namely, the problem of positive transaction costs and asymmetric information results in the so-called market failures which cause suboptimal (inefficient) amount of economic activity and inefficient allocation of resources.[[19]](#footnote-19) Collective-action problem, agency problem, tragedy of commons and game theoretical prisoner’s dilemma phenomena are the notorious embodiment of positive transaction costs and asymmetric information problems that generate negative externalities. The materialization of these negative externalities accompanied by the “private law failure” prima facie warrants the employment of the regulatory intervention in the public interest.[[20]](#footnote-20) In other words, allocative efficiency and optimal human behaviour will result only if decision-making process achieves 100% internalization of all external costs and benefits.

 However, it has to be emphasized that the mere existence of market failures *per se* is not an adequate ground for the regulatory intervention. Such a regulatory intervention should take place if and only if the costs of such an intervention do not exceed the benefits of such an intervention. Namely, efficiency gains of such an intervention may be outweighed by market distortions, increased transaction cost and other misallocations in other sectors of the economy fueled by such a regulatory intervention.[[21]](#footnote-21) Moreover, as Tinbergen suggests that in principle that N problems require N legal rules – One Instrument Per Problem Rule.[[22]](#footnote-22) Moreover, the notorious “tragedy of commons” concept suggests that individuals and/or firms might not see themselves as responsible for common resources such as public safety and might eventually destroy such common resource.[[23]](#footnote-23)

 Where market failures are accompanied by private law failures there is the prima facie case for regulatory intervention. However, does the mere existence of any market failures justify corrective government intervention? Many instances of market failures are remediable “by private law and thus by instruments which are compatible with the market system in the sense that collective action is not required.[[24]](#footnote-24) Yet, as Professor Ogus convincingly shows private law cannot always provide an effective solution.[[25]](#footnote-25) Thus, where the “market failure” is accompanied with the “private law failure” there is, at least in theory, a *prima facie* (though not a conclusive) case for regulatory intervention. Namely, series of empirical studies have shown that the mere presence of suspected market imperfections does not by itself warrant government corrective action and regulatory intervention.[[26]](#footnote-26) Namely, once the government steps in, it might often exclude private initiative that might, in good entrepreneurial fashion, have invented ways of alleviating the suspected market imperfection.[[27]](#footnote-27) “Government intervention tends to foreclose such demonstration and thereby to become a self-perpetuating process.”[[28]](#footnote-28) Literature also suggest that even in instances of repeated market failures, the costs stemming from such imperfections should be weighed against those which government interventions itself generates.[[29]](#footnote-29) Namely, for such optimal governmental intervention one assumes perfect functioning of such public administration that merely maximizes social benefits.

 However, governmental intervention, while seeking to address certain market failure (and maybe even effectively curing particular, individual market failure), may unintentionally while distorting the rests of the markets imposed even higher cost upon society and its citizens.[[30]](#footnote-30) In other words, as a rule of thumb, regulatory intervention is warranted if, and only if the costs of such intervention do not exceed the its benefits. The argument for such a rule of thumb is that either regulatory solution may be no more successful in correcting the inefficiencies than the market or private law, or that any efficiency gains to which it does give rise may be outweighed by increased transaction costs or misallocations created in other sectors of economy.[[31]](#footnote-31)

 The costs of government failure should be carefully compared and weighed against those of market failure. For example, such distortions may, besides government’s tendency to perpetuate, materialize in rent seeking activities of particular interest groups under the guise of the general interest.

 Moreover, a traditional approach of political economy believed that that it was the main function of government to correct market failures.[[32]](#footnote-32) However, these justifications of governmental regulatory functions have one common weakness – they assume a perfectly functioning government. Yet, if there is a market failure, it cannot be excluded that there is also “government failure.”[[33]](#footnote-33) According to public choice theory one may assume that the main motivation of politicians is to maximize their individual utility and in principle seek to maximize the votes they get in general election.[[34]](#footnote-34) However, the regulatory intervention, enforcement of policies and correction of market failures is in reality executed by the public administration (bureaucrats). Public choice theory suggests that also the bureaucrats’ principal motivation is to maximize their utility.[[35]](#footnote-35) Their preferences often diverge, depending on function that they exercise within the organization.[[36]](#footnote-36) Literature argues that they may be interested in job security, a higher salary, more attractive employment terms, an increase in power, public appreciation and status or in decreasing their workload.[[37]](#footnote-37) Public choice theory hence suggest that bureaucrats are mainly motivated by maximizing their budget and might not be motivated, as assumed idealistically until the 1950s, by a romantic drive to correct market failures and other sources of inefficiencies.

 In addition, poor policy may result from inadequate information, failure to anticipate significant side-effects of certain behavior, phenomena (like generative AI) or regulatory instruments.[[38]](#footnote-38) Such poor regulatory intervention may occur where the government had to be seen to respond rapidly to widespread calls for action, following a disaster which had captured the public attention,[[39]](#footnote-39) or when it lacks resources or adapting a passive, compromising approach to contraventions.[[40]](#footnote-40) Therefore, public choice theory offers an additional support to our rule of thumb stating that “state interventions are only justified if they produce less harm than market inefficiencies.”

 In recent years study of regulation has become a multi-disciplinary field, with substantial contributions to regulatory debates being made by lawyers, political scientists, psychologists, behavioral economists, and others.[[41]](#footnote-41) Regulation actually become central to the interaction between economic, legal, political, entrepreneurial and innovation spheres. The rise of a better regulation agenda was then designed to encompass consistency between “red-tape” and “regulatory quality” developments.[[42]](#footnote-42) The so-called command-and-control (top-down approach) was the initial starting of regulators which subsequently evolved into the less-restrictive and incentive-based regulatory policies.[[43]](#footnote-43) This approach then evolved into the regulating by auditing the control regimes being operated within firms and hence relying on schemes of “meta-regulation.”[[44]](#footnote-44) Next step was then to see the regulatory issues in terms of risk-based, principle-based, control-based and risk management.[[45]](#footnote-45) In other words, regulation has become a central organizing principle for worlds of practice and research.[[46]](#footnote-46) Scholarly effort also produced insightful literature on compliance and deterrence approaches,[[47]](#footnote-47) smart regulation,[[48]](#footnote-48) problem-centered regulation,[[49]](#footnote-49) and behaviorally informed regulation (nudging).[[50]](#footnote-50) Hence regulatory literature operates on the fruitful trajectory between “trans-disciplinary” and “inter-disciplinary” explorations.[[51]](#footnote-51)

 In relation to direct regulation of generative AI[[52]](#footnote-52) Hacker et al. offer a novel terminology to capture the AI value chain in LGAIM settings by differentiating between LGAIM developers, deployers, professional and non-professional users, as well as recipients of LGAIM output.[[53]](#footnote-53) They also suggest a tailor-made regulatory duties to these different actors along the value chain and suggest strategies to ensure that LGAIMs are trustworthy and deployed for the benefit of society at large where rules in the AI Act and other direct regulation must match the specificities of pre-trained models.[[54]](#footnote-54) Dwivedi et al. argue that generative AI offers significant gains in the banking, hospitality and tourism, and information technology industries, business activities (e.g. management and marketing), yet it may also bring disruptions to practices, threats to privacy and security, and uncontemplated consequences of biases, misuse, and misinformation.[[55]](#footnote-55)

 Moreover, Helberger and Diakopolous argue that the European AI Act by its current risk-based approach is too limited for facing ChatGPT & co.[[56]](#footnote-56) They suggest that generative AI systems such as ChatGPT differ on at least two important points from the ‘traditional’ AI systems the Act has originally been written for: dynamic context and scale of use. Generative AI systems are not built for a specific context or conditions of use, and their openness and ease of control allow for unprecedented scale of use.[[57]](#footnote-57)

**3.Towards and improved regulatory respond**

The question of what represents a ‘good’ regulation has been extensively discussed in the literature[[58]](#footnote-58) and, although what constitutes such a ‘good’ regulation is difficult to establish, generally five criteria should be fulfilled.[[59]](#footnote-59) Moreover, regulation can be seen as being inherently about the control of risks, where risk is generally defined as the probability of a particular event (or hazard) occurring and the consequent severity of the impact of that event.[[60]](#footnote-60) The risk regulation is centrally concerned with the highly contested management of Knightian risk and uncertainty, the challenges of dealing with uncertain popular responses to anticipated or materialized risks and the issues presented by communication about risks.[[61]](#footnote-61) Literature offers a plethora of different legal instruments including rules of civil liability, command and control public regulations, market-based instruments, “suasive” and voluntary instruments, smart regulatory mixes and hybrid regulatory approaches.

 Acemoglu for example argue that if AI continues to be deployed along its current trajectory and remains unregulated, it may produce various social, economic and political harms. These include: damaging competition, consumer privacy and consumer choice; excessively automating work, fuelling inequality, inefficiently pushing down wages, and failing to improve worker productivity; and damaging political discourse, democracy's most fundamental lifeblood.[[62]](#footnote-62) Although there is no conclusive evidence suggesting that these costs are imminent or substantial, it may be useful to understand them before they are fully realized and become harder or even impossible to reverse, precisely because of AI's promising and wide-reaching potential. Acemoglu also suggest that these costs are not inherent to the nature of AI technologies, but are related to how they are being used and developed at the moment - to empower corporations and governments against workers and citizens.[[63]](#footnote-63) As a result, efforts to limit and reverse these costs may need to rely on regulation and policies to redirect AI research.[[64]](#footnote-64) This section offers a set of law and economics recommendations for an improved, EU wide, regulatory intervention which should deter hazards, induce optimal precaution and simultaneously preserve dynamic efficiency – incentives to innovate undistorted.

3.1 Generative AI and regulatory problems

Generative AI, which produces text or images automatically, has become a potential menace because of its awesome power and its uncontrollability — a noxious combination that presents a unique set of problems for anyone hoping to limit its capacity for harm. Moreover, Helberger and Diakopolous argue that current super-fast generative AI development challenge the current regulatory approach in the EU AI Act in at least three important ways: a) the feasibility of sorting generative AI systems into high/no high risk category; b), the unpredictability of future risks; and c) concerns around private risk ordering.[[65]](#footnote-65)

 Namely, before recent unprecedented and super-fast evolvement of the ChatGPT, a consensus had largely formed around the objectives of AI regulation.[[66]](#footnote-66) All the attention was on trying to control the applications of the technology, with a particular focus on its use in high-risk situations such as healthcare. Now, an altogether different question has presented itself. When a smart, all-purpose chatbot has the ability to cause upheaval across a wide range of human activity, is it time to regulate the AI models themselves?

 Moreover, the so-called general-purpose technologies such as generative AI, which can be used for many different things, present a particular problem for regulators. With AI, it is difficult to separate benign uses from the more sinister. And AI makers admit they cannot explain exactly how the technology works or predict when a particular input in the form of a prompt will lead to a particular output.[[67]](#footnote-67)

 Furthermore, generative AI is not a simple, ex-ante programmed algorithm but a neural network where researchers can only control its inputs and can observe the outcomes – yet the process and mechanisms inside of the neural network itself on how certain outcomes have been reached remains out of our comprehension. Hence, regulatory push for transparency, potentially making it easier to subject the models to a greater degree of outside scrutiny, might be due to our inability to understand what is happening inside of a learning system such as generative AI not as straightforward or effective as exposing the code in traditional software.

 Setting standards for safety processes, increasing transparency about the models’ workings and giving outside experts a chance to kick the tyres are all ways to increase assurances about generative AI. The question is what formal regulation, if any, is needed — and what restrictions should be placed on models deemed as super-risky?[[68]](#footnote-68)

 In addition, the current breakneck pace of development in AI would also cause problems, since today’s most advanced models quickly become tomorrow’s routine pieces of software. At the same time, some of the capabilities currently available only in large, all-purpose models such as ChatGPT may soon also come from much smaller systems trained to handle narrower tasks.

 As the proceeding sections demonstrate, generative AI might be able to perform more action than merely process information and will exert direct control over objects in the human environment. Somewhere out there are stock-trading AI, teachers-training AI and economic-balancing AI that might be even self-aware. Such generative AI might than cause serious indirect or direct harm.[[69]](#footnote-69) In order to mitigate this potentially serious hazards and damages the combination of the *ex ante* regulatory intervention (regulatory standards) and *ex post* imposition of liability via tortious liability is at law-maker’s disposal. In other words, this system of *ex ante* regulation and *ex post* sanctioning is designed to deter a future harmful behaviour. However, the triggering question is how would a law-maker modify the generative AI’s behaviour? Moreover, the prospect that AI might behave in ways designers or manufacturers did not expect challenges the prevailing assumption within tort law that courts only compensate for foreseeable injuries.

3.2. Law and economics of torts

Tort law (the law of compensatory damages) defines the conditions under which a person is entitled to damage compensation if her claim is not based on a contractual obligation and encompasses all legal norms that concern the claim made be injured party against the tortfeasor. Economically speaking every reduction of an individual’s utility level caused by a tortious act can be regarded as a damage.[[70]](#footnote-70) Tort law rules aim at drawing a just and fair line between those noxious events that should lead to damage compensation and others for which the damage should lie where it falls. A thorough overview of tort law and economics literature exceeds the limitations of this paper and can be found elsewhere.[[71]](#footnote-71) However, is should be emphasized that tort law and economics literature traditionally addresses three broad aspects of tortious liability. The first is the assessment of its effects on incentives (both whether to engage in activities and how much care to exercise to reduce the risk when so doing) – analytically speaking tort law is thus an instrument that improves incentives;[[72]](#footnote-72) second concerns risk-bearing capacity and insurance and the third is its administrative expense comprising the costs of legal services, the value of litigants’ time and the operating costs of the courts.[[73]](#footnote-73) These three categories are than subjected to rigorous cost-benefit analysis that should yield the marginal conditions for an efficient outcome. Wittman for example argues that the key is to find liability rule where the equilibrium levels of prevention undertaken by the injurer and the victim coincide with the optimal levels.[[74]](#footnote-74)

 However, it should be emphasized that even after a long debate on the economic effects of tort law there is still much disagreement as to the legitimate place of tort law in modern society. Should tort law be a comprehensive and expanding deterrence system, regulating securities’ and other markets, old and new hazards and then be open to all kinds of legal innovations necessary for optimal deterrence? Or should its domain be more restricted to the classical cases and leave complicated risks and hazards to other social institutions – safety regulations.[[75]](#footnote-75) This depends to a great extent on two factors, the availability of private insurance against hazards and the capacity of civil courts to obtain and process information.[[76]](#footnote-76) Yet, Schaefer also emphasizes that independent from potential informational constraints the tort system cannot be an efficient institution as long as reducing the scope of liability results in distortive incentive effects which are less costly than the resulting savings of costs of the judicial system and easier insurance coverage.[[77]](#footnote-77) As the costs per case filed are very high in the tort system, alternative institutions like no-fault insurance schemes or *ex ante* safety regulation might be better suited to reduce the overall costs of accidents than tort liability.[[78]](#footnote-78)

3.3 Liability for harm versus safety regulation

In his seminal paper on liability for harm versus regulation of safety professor Shavell paved the way towards analytical understanding of the optimal employment of tort liability and/or regulatory standards. Shavell instrumentally addressed the effects of liability rules and direct regulation upon the rational self-interested party’s decision-making process.[[79]](#footnote-79) Namely, liability in tort and the safety regulation represent two different approaches for controlling activities that create risks of harm and that induce the optimal amount of precaution.[[80]](#footnote-80) However, as Shavell emphasizes there have been major mistakes made in the use of liability and safety regulation.[[81]](#footnote-81) Regulation, when applied exclusively, had often, due to manifold problems, proved to be inadequate, whereas also tort liability might provide, due to causation problems, sub-optimal deterrence incentives.[[82]](#footnote-82) Shavell also argues that regulatory fines are identical to tortious liability in that they create incentives to reduce risks by making parties pay for the harm they cause.[[83]](#footnote-83) Yet fines also suffer from the inability to pay for harm and from possibility that violators would escape public agency.[[84]](#footnote-84) Nevertheless, as Shavell emphasizes, regulatory fines have advantage in instances where private suits (and related tortious liability) would not be brought due to difficulty in establishing causation or where harms are widely dispersed.[[85]](#footnote-85)

 Rose-Ackerman suggests that regulation (statues) should generally dominate so long as agencies can employ rule-making to shape policy.[[86]](#footnote-86) The tort rules should consequently be limited to areas of activity not covered by regulation and to situations in which courts can complement the regulatory (statutory) scheme with a supplementary enforcement and compensation mechanism.[[87]](#footnote-87)

 In addition, a tortfeasor who cannot fully pay for the harms that is causes and for which she has been found legally liable is said to be “judgement proof.” Shavell coined the term “judgement proof” in his path-breaking article on the judgement-proof problem where he showed that the existence of the judgement-proof problem seriously undermines the deterrence and insurance goals of tort law.[[88]](#footnote-88) He notes that judgement-proof parties do not have the appropriate incentive either to prevent accidents or to purchase liability insurance.[[89]](#footnote-89) In other words, the judgement-proof problem is of substantial importance, since if the injurers are unable to pay fully for the harm they may cause, their incentives to engage in risky activities will be greater than otherwise. Summers also shows that the judgement proof injurers tend to take too little precaution under strict liability, since the accident costs are only partially internalized.[[90]](#footnote-90)

 Moreover, one should that strict liability provides incentives for an optimal engagement in an activity if parties assets are enough to cover the harm they might cause, but their incentives will be inadequate if they are unable to pay for the harm.[[91]](#footnote-91) Furthermore, Shavell argues that also under the negligence rule in situations that injurers are not induced to take optimal care, or there are errors in the negligence determinations that sometimes result in findings of negligence, then the existence of judgement-proof problem induce injurers to engage more frequently (sub-optimally) in the activity than they normally would.[[92]](#footnote-92)

 Furthermore, when injurers are unable to pay all the harm, they might cause than also their incentives to take care tend to be suboptimal and the motive to purchase liability insurance is diminished too.[[93]](#footnote-93) Namely, Shavell shows that risk-averse injurers who may not be able to pay for the entire harm they cause will tend not to purchase full liability insurance or any at all.[[94]](#footnote-94) Particularly, the nature and consequences of this judgement-proof’s effect depend on whether liability insurers have information about the risk and hence link premiums to that risk.[[95]](#footnote-95) Consequently, reduction in the purchase of liability insurance tends to undesirably increase incentives to engage in the harmful activity.[[96]](#footnote-96) In addition, to the extent that liability insurance is purchased, the problem of excessive engagement in risky activities is mitigated; but the problem of inadequate levels of care could be exacerbated if insurers’ ability to monitor care is imperfect.[[97]](#footnote-97)

 Boyd and Ingberman extend this analysis to alternative precaution and accident technologies (pure probability, pure magnitude and joint probability-magnitude technology) and suggest supracompensatory-punitive-damages as a potential remedy for the inefficiently low incentives to adopt precaution.[[98]](#footnote-98) They also conclude that extending liability to lenders of capital to an risky undertaking is increasing the probability of environmental accidents.[[99]](#footnote-99) De Geest and Dari-Mattiachi revisit the use of negligence rules, punitive damages and under-compensation and show the superiority of average damages over punitive damages in the pure probability technology.[[100]](#footnote-100) They also show that strict liability induces optimal precaution above a high and intermediate threshold of assets and zero-magnitude-reducing (or sub-optimal) precaution otherwise.[[101]](#footnote-101)

 Others have extended initial analysis on legal policy regarding liability insurance[[102]](#footnote-102) and provided the optimal conditions for the combined use of liability insurance[[103]](#footnote-103) and a minimum amount of assets to undertake a given activity.[[104]](#footnote-104) Picker on the other hand explored the extension of liability to lenders who contributes capital to activity resulting in external harm and concluded that such extension is actually increasing the probability of accidents.[[105]](#footnote-105) Whereas Hiriart and Martimort analysed the extension of liability in a principal-agent setting and suggest that the extension of liability towards deep-pocket related third parties might have a beneficial effect.[[106]](#footnote-106)

3.3. Liability for harm and innovation

The essence of product liability is the appointment of the risks inherent in the modern mass production of goods. In last decades law and economics scholarship shifted its attention towards the potential detrimental effects of different tort law regimes and product liability on the innovative activity (Manning, 1997). Over the last 40 years, the core of liability law world widely has traversed from simple negligence to the far more complex concept of strict product liability. This change has been triumphed by many as a victory for consumers and safer products. In theory, enhanced quality, safety, and innovation should have resulted from this liability revolution. However, scholars found that the reverse occurred (Herbig and Golden, 1994; Malott 1988; McGuire, 1988). They show that product liability costs in US have prompted some manufacturers to abandon valuable new technologies, life-saving drugs, and innovative product designs (Herbig and Golden 1994; Malott 1988; McGuire 1988).

 Viscusi and Moore in their seminal article examined these competing effects of liability costs on product R & D intensity and new product introductions by manufacturing firms.[[107]](#footnote-107) They convincingly show that at low to moderate levels of expected liability costs, there is a positive effect of liability costs on product innovation.[[108]](#footnote-108) However, Kovac et al. in their recent study on the interrelationships between propensity to patent, innovative activity and litigation and liability costs generated by different legal systems show that product liability and related litigation costs across firms and countries do not account for the failure of pharmaceutical firms to acquire a valid patent.[[109]](#footnote-109) Thus, product liability and related litigation might be perceived as a filter that screens hazardous innovation in the pharmaceutical field and provides incentive for an efficient, productive and safe innovations and simultaneously also deter opportunistic litigants.

3.4 Regulatory strategies: self-regulation, meta-regulation and regulatory networks

Sparrow suggests that for some risks responsibilities (regulatory advantages) might be held close by the regulator (classic top-down approach) whereas for others where regulated entities have appropriate motivations and competences the regulator may delegate certain aspects of the control task to industry (information advantage and accountability).[[110]](#footnote-110) For example, the changes in regulatory strategy around the world have produced new forms of regulation: responsive-regulation, self-regulation, performance-based regulation, command-and-control regulation, right-touch regulation, outcome-based regulation, light-touch regulation, really-responsive-regulation, co-regulation, incentive based regulation, market-harnessing control regulation, regulation by contract, disclosure regulation (e.g. naming and shaming), direct action regulation, nudge based regulation, rights and liabilities regulation, public compensation & social insurance model regulation ect.[[111]](#footnote-111)

 Self-regulation is taking place when a group of firms exerts control over its own membership and their behaviour.[[112]](#footnote-112) A host of different arrangements of self-regulatory regimes can be identified and the case for such an approach rest principally on considerations of expertise and efficiency.[[113]](#footnote-113) Ayres and Braithwaite also distinguish enforced self-regulation from co-regulation.[[114]](#footnote-114) They characterize co-regulation as the one with industry-association self-regulation with some oversight and/or ratification by government.[[115]](#footnote-115) Enforced self-regulation on the other hand involves a subcontracting of regulatory functions to regulated firms.[[116]](#footnote-116) Meta-regulation refers to processes in which the regulatory authority oversees a control of risk-management system rather than carries out regulation directly - it steers rather than rows.[[117]](#footnote-117) Literature offers a list of potential advantages of delegating regulation down to firms.[[118]](#footnote-118) For example, ‘the expenses and strictures of command and control regimes can be replaced by systems that are cheaper and more effective because corporations are given freedom and incentives to work out what, for their mode of operating, is the best way to avoid the given mischief.’[[119]](#footnote-119) Moreover, such firm specific meta-regulation may be more precise than industry/technology-wide rules, which are by definition highly complex, abstract and vague because they have to deal with a certain negative externality in all its possible contexts and materializations.[[120]](#footnote-120) Furthermore, transaction costs argument (introduction easier with firm-specific rules, managers more likely to innovate and improve controls and to align their modes of conduct with the expectations of the society, limited enforcement capacity and resources; asymmetric information problem) and the potential to change the general culture of firms and industrial sectors are also invoked in favour of meta-regulation.[[121]](#footnote-121) However, meta-regulation system has its own deficiencies, since ill-intentioned, ill-informed or inefficient firms may also fail to devise appropriate rules.[[122]](#footnote-122)

 Finally, literature emphasizes that the best regulatory outcomes will generally involve mixtures of institutions and instruments (hybrid types of regulation).[[123]](#footnote-123) However, the problem of how to design the optimal mixes or to state in advance which institutions and instruments will work together effectively can hardly be overstated.[[124]](#footnote-124) Sparrow for example suggests that risk-based regulation (problem solving) should be placed at the centre of regulatory policymaking and stresses the need to define problems precisely, to monitor and measure performance and to adjust strategy on the basis of performance assessment.[[125]](#footnote-125) The ‘really-responsive’ regulatory approach requires that in designing and developing regulatory systems attention has to be paid to five main matters: the behaviour, attitudes, and cultures of regulatory actors; the institutional settings of the different regulators; the different logics of regulatory tools and strategies (and their interaction); the regime’s own performance over time; and changes in each of these elements.[[126]](#footnote-126)

3.5 Current regulatory approaches: a comparative assessment

In the US, the National Institute of Standards and Technology has been recently working with experts to try to come up with standards for how these systems should be designed, tested and deployed. Moreover, the EU-US governments are implementing policies that will be basis for the democratic governance of AI. On the other side EU-China are implementing two completely different approaches. EU has taken more horizontal approach and China has more vertical approach, meaning that the rest of the world will see what approach is better, and choose the better one, or the one that means it suits the most, or probably the best approach will be mixture of both.

 On side of horizontal approach, the biggest negative consequence is stifling innovations, pure horizontal will not be able to set out meaningfully specific requirements for all applications of AI, as it tries. The AI Act in the EU employs comprehensive horizontal legislation to define the overall scope of AI applications that require regulation. However, it also allows domain-specific entities like courts, standards bodies, and developers to establish specific parameters and strategies for compliance. To enhance its contextual effectiveness, the EU complements the requirements outlined in the AI Act with co-regulatory approaches such as regulatory sandboxes, updated liability policies to address AI challenges, and related legislations pertaining to data, market structures, and online platforms.[[127]](#footnote-127) Furthermore, implementing new vertical regulation for each new AI application will most probably create a compliance mess among regulators and companies as well. So most probably in China vertical approach will be used to tighten information controls.[[128]](#footnote-128) (O'Shauhnessy & Sheehan, 2023)

 In the last year, China has introduced groundbreaking regulations that are globally unique, focusing on algorithms and AI. Their approach has been primarily vertical, where they select specific algorithm applications and establish regulations that govern their implementation in specific contexts. The initial regulations in this category have concentrated on recommendation algorithms and deep synthesis technology (generative AI).

 The differences in regulatory approaches can also create competitive advantages or disadvantages for AI innovation on a global scale. Companies operating in different regions may face varying levels of regulatory hurdles, influencing where they choose to invest in AI research and development.

 The initial achievements of the EU-U.S. Trade and Technology Council in the field of AI have been notable, particularly in their efforts to establish shared metrics and methodologies for trustworthy AI. In addition, both the EU and U.S. have reached an agreement to cooperate on international AI standards and conduct joint studies on emerging AI risks and the utilization of new AI technologies.[[129]](#footnote-129)

 The management of AI risk in the United States is widely spread across various federal agencies, with many of them adapting to AI without seeking new legal authorities. In the meantime, the U.S. has made investments in non-regulatory infrastructure, including the development of a new framework for AI risk management, evaluations of facial recognition software, and substantial funding for AI research. On the other hand, the European Union (EU) takes a different approach to AI risk management, which involves a more comprehensive set of laws specifically tailored to different digital environments. The EU intends to impose fresh requirements on AI systems deemed high-risk in socioeconomic processes, government utilization of AI, and regulated consumer products with AI systems. Additionally, other EU legislation promotes greater transparency and public influence in the design of AI systems used in social media and e-commerce.[[130]](#footnote-130)

 One can also make an anecdotal analysis and compare the rising number of bills containing “artificial intelligence” with decreased number of in year-over-year private investment in AI. So, when policymaker interest has raised - number of bills containing “AI” from just 1 in 2016 to 37 in 2022 – for the first time in the last decade, year-over-year private investment in AI decreased, for 26,7% less than in 2021.[[131]](#footnote-131)

 However, UK has embarked on a very different regulatory path then the EU counterpart and on 29th March 2023 published a white paper entitled “A pro-innovation approach to AI regulation.” The paper sets out a new “flexible” approach to regulating AI which is intended to build public trust and make it easier for businesses to grow and create jobs. Unlike the EU there will be no new legislation to regulate AI.[[132]](#footnote-132) The white paper outlines the following five principles that regulators are to consider facilitating the safe and innovative use of AI in their industries: a) Safety, Security and Robustness (applications of AI should function in a secure, safe and robust way where risks are carefully managed); b) Transparency and Explainability (organizations developing and deploying AI should be able to communicate when and how it is used and explain a system’s decision-making process in an appropriate level of detail that matches the risks posed by the use of the AI); c) Fairness (AI should be used in a way which complies with the UK’s existing laws (e.g., the UK General Data Protection Regulation), and must not discriminate against individuals or create unfair commercial outcomes); d) Accountability and Governance (measures are needed to ensure there is appropriate oversight of the way AI is being used and clear accountability for the outcomes); and e) Contestability and Redress (people need to have clear routes to dispute harmful outcomes or decisions generated by AI).

 Moreover, over the next 12 months, UK regulators will be tasked with issuing practical guidance to organisations, as well as other tools and resources such as risk assessment templates, that set out how the above five principles should be implemented in their sectors.[[133]](#footnote-133)

However, on should note that this approach does make the UK an outlier in comparison to global regulatory trends. As already stated US and EU are developing or passing special laws to address alleged AI dangers, such as algorithmic rules imposed in EU, China or the United States.

**4.Comment on the EU Artificial Intelligence Act**

Generative AI needs to be regulated in a way that balances innovation (enabling EU to be on the frontier of technological progress), geopolitical equlibrium and potential harms. With the technology now at an inflection point it is important to regulate it well. Developing policy frameworks that anticipate potential harms and unlock benefits requires, as we argue, deep discussions between governments, industry experts, publishers, academia and civil society. Moreover, we should achieve a continuous investment in research and development for responsible and safe application of generative AI. This section employs a novel industry level insights from transport, automation, process control and digitalization (in industry and buildings) industries and provides a set of normative suggestions for an improved hybrid regulatory respond which should achieve (balance) optimal risk internalization, precaution, and firm level innovation.[[134]](#footnote-134)

 Previously discussed regulatory models are not mutually exclusive and should co-exist in the so-called hybrid regulatory models. For example, an independent regulatory agency may be supplemented and strengthened by contracting-out or outsourcing of certain regulatory functions, if the external capacity is there and if it is cost effective. A regulatory contract may also be supported by outsourced functions and expertise provided by third parties (consultants or an expert panel). Thus, hybrids are possible, including the co-existence of regulatory contracts and independent regulatory oversight. The choice from the menu of options, including hybrid combinations, depends ultimately on the best fit with the technological development and progress.[[135]](#footnote-135)

4.1 Co-regulation and hybrid approach

Performed analysis and firm level interviews (and their reflection upon the proposed EU AI Act) calls for the following regulatory issues: a)Providing real/workable/ definition of AI; b) Providing definitions of risk, high-risk, low-risk, remote biometric identification and harm; c) Determining standards to be applied to AI systems; e) Regulatory sandboxes with proof best practice guidelines and other supporting materials, documented obligations and how to implement them on firm- and industry-level; f) Transferring the formulation of precise technical requirements to expert standard-setting bodies will allow more technical knowledge and precision to be focused on precise specifications; g) Industry must play an important role in the standardisation process (co-regulation); h) A vertical soft law. A purely horizontal regulatory approach will not be able to set out meaningfully specific requirements for all applications of AI; i) Legislators to be able to amend or supplement the main horizontal rules to keep up with technology. Static horizontal regulation for a rapidly evolving technology is unlikely to be sustainable; j) Allowing compliance strategies to be flexible across sectors and as technology evolves; 10) The possibility of adopting common technical specifications if harmonised standards are not available or not sufficient; 11) Use of soft law (an instrument that has some normative or enforcement effects: opinions, recommendations, communications, non-legislative resolutions, memos, guidelines). Soft law increases the effectiveness of EU policy and thus the substantive legitimacy of EU policy; 12) Self-regulation of the industrial sector. Many sectors have schemes that reflect technical or process standards. There are also a series of codes of conduct, practice or ethics, and in some industries there are agreements or Memoranda of Understanding (MoUs) that have some regulatory effect. Accreditation schemes are a specific mechanism used in some areas;[[136]](#footnote-136) 13) Rules for cooperation between national standardisation bodies, Member States and the EU Commission in drawing up ´technical specifications that a product must comply with (above all in terms of quality, environmental protection and health); 14) Mediating between the horizontal approach to regulating AI and the sectoral dimensions of markets, given the sectoral regulations that may already govern some AI tools in sectors, the structural characteristics of AI-driven services, and the traditional objectives of legislation; 15) Companies can rent access to ChatGPT, however in such instances this access should be closely monitored so that regulators know who is using those systems so we can track potentially illegal or dangerous uses; 16) Make AI systems more transparent, including auditing the data being used to train them and their outputs (including international coalition to fund AI research in areas that matter to the public, such as climate and healthcare – like investments into CERN in Europe or space programmes).

 Industry also suggest that the most important is to raise trust level in AI among the population, all stakeholders where a) Tech companies should orient AI research and development around humanistic values, prioritizing the pursuit of humanity's best interest over corporate profit; companies should engage in public dialogues about both - benefits and risks of AI; b) Everything should be transparent in order to reduce lack of trust into AI tech - no company should be against audits and reviews by third parties - AI system should be developed transparent and explainable (obstacle for companies); c) Foster a culture of responsible AI development and use within the company; and d) Leverage existing regulations, such as GDPR, to ensure that AI systems are developed in compliance with data protection laws.

 Interviewed industry experts also suggest that regulators, policymakers and other stakeholders should include companies and together try to shape effective and balanced regulatory frameworks, try to establish ethical and legal guidelines for AI development and use, in a way so that companies can contribute their expertise and perspectives. Moreover, companies should be coordinated and advocate for the countries/Community (EU) to work on developing alliances with other countries so that development is really around human values and coordinated worldwide, like GAIA mentioned by Amy Webb in her book Big 9, which does not include China, but for the good of humanity, it would be best with China as well.[[137]](#footnote-137) Hybrid regulatory approach should also include other companies and academic institutions to share knowledge and resources and establish best practices for AI development and use. Finally, industry suggests that EU should review US and China's approach to AI regulations - China passes all laws for the benefit of AI development, nothing to inhibit innovation (population is more open for that innovations, have more trust in technology;) like the case is in the EU, where for every research and development companies should get a million consents from the citizens.

4.2 Industry’s constraints: the impact of AI regulation on innovation activity

Performed interviews on the relationship between regulatory intervention, EU’s geopolitical role (in its current “de-risking” relationship with China) and maintenance of EU’s technological frontier offer the following insides: 1) Heavily investments in AI research and development; 2) Restrictive regulations can lead to restrictions for industry – too strict regulations can hinder the flexibility and agility needed for rapid innovation: 3) Compliance costs and administrative burdens associated with regulation, especially for smaller companies with limited resources are prohibitively high; 4) Regulations that are not well aligned with technological progress can hinder the development and deployment of state-of-the-art solutions; 5) The impact of the rules will depend on the nature, scope and effectiveness of the rules implemented; 6) Differences in the levels of development of European countries and the strictness of restrictions on digital trade and technologies. This combination has an impact over time on their ability to use new digital technology to increase productivity in these industries; 7) There are fears that the focus will be on improving efficiency and benefits for large companies. This also limits innovation by new and small firms, which often makes an important contribution to the sector's productivity growth; 8) Policy environments vary considerably across the EU, and the effects of new rules will depend in part on the extent to which other rules encourage or discourage digital economic activity, the extent to which they promote competition, market competitiveness, entrepreneurship and business growth. Countries have different levels of business and market restrictions in areas affecting the digital economy, and the impact of new laws is likely to be felt differently across the EU due to the composition of these existing business restrictions; 9) The EU is falling further and further behind the world's digital and technical frontiers. New horizontal regulation of artificial intelligence may even increase the EU's lag behind; 10) Over-regulation can lead from slowing down the competitiveness of AI, to delaying technological growth, to losing out on potential innovators, investors, top talent, and private companies and start-ups that may choose to relocate; 11) The EU’s human-centric approach on AI does not favour the maximum utilization of AI innovation monetization; 12) The level of R&D with other key global players in the field of artificial intelligence may decrease; 13) The aim should be to maximise benefits and minimise the cost of regulations. It should ensure the most effective way to achieve regulatory objective; 14) A sectoral approach will be needed. If all sectors have to apply the same rules to AI, this is likely to impose excessive or duplicative requirements on some, while for others it will be insufficient; 15) Uncertainties about how different, sometimes duplicated or conflicting, legislative instruments will be complementary. This lack of guidance results in regulatory uncertainty; 16) Questions are raised about possible conflicting requirements in sectoral and horizontal legislation. As an example of the uncertainty related to software update requirements and the lack of authorisation of new technology in export markets; and 17) The regulator needs to understand how the software is used in general and in specific use cases. Risks and impacts vary between sectors and between specific use cases.

4.3 Effect of generative AI on transportation industry

Data protection and privacy – personal data collected, stored and processed by AI system used in vehicles would need to comply with strict data protection regulations. Addressing ethical dilemmas related to autonomous vehicles, such as decision-making in critical situations or potential job displacement caused by automatization. It may be introduced measures to protect consumers in the transportation sector – ensuring transparency in pricing algorithms, enforcing fair competition, and preventing discriminatory practices in AI driven transportation services. Autonomous vehicles – safety – specific guidelines and requirements (high risk) for development and deployment – safety standards, establishing liability framework, and ensuring transparency in the decision-making processes of autonomous vehicles.

4.4 Generative AI-Generated Hazards Should Be Clustered within the Realm of Fault-Based Liability Rather Than Product Liability

Law and economics scholarship has argued for the need to rethink legal remedies when applying them to AI torts.[[138]](#footnote-138) For example, Shavell even argues that AI renders classic product liability law unable to create the optimal incentives for the use, production and adoption of safer AI technologies as it is currently designed.[[139]](#footnote-139) AI-related hazards are essentially unknown risks and the law and economics literature has addressed the problem of imposing liability for such unknown and unexpected risks and argues that whether ‘liability for unknown risks is desirable depends on what is more important: avoiding the marketing of products which are not safe enough, or not hindering the introduction of better new products’.[[140]](#footnote-140) Landes and Posner suggest that such liability might actually induce producers to invest in safer technologies.[[141]](#footnote-141)

 More recently, in their novel approach Guerra, Parisi, and Pi state that AI-generated accidents should be clustered within the realm of ‘fault-based liability rather than product liability’, where negligence-based rules should be blended with strict liability rules to create precaution incentives for AI operators and their potential victims, and R&D incentives for manufacturers’ development of safer AI.[[142]](#footnote-142) They offer a novel liability regime, which they refer to as the ‘manufacturer residual liability’ rule.[[143]](#footnote-143) Under such a ‘manufacturer residual liability’ regime, the primary liability is held by either the AI human operator or the victim, and the residual liability – the assignment of the accident cost when neither party is negligent – then falls on the manufacturer.[[144]](#footnote-144) Namely, human operators and victims should bear accident losses attributable to their own negligent behaviour and manufacturers should only be held liable for non-negligent accidents. The negligence of the AI human operator also marks the boundary between a human operator’s fault-based liability and the manufacturer’s strict residual liability. Further, manufacturer’s liability would arise for two separate sources of accidents caused by AI: a) malfunctions;[[145]](#footnote-145) and b) design limitations.[[146]](#footnote-146) Finally, they show that such a liability regime might offer several advantages over simple negligence and strict liability, and might achieve four objectives of an AI tort law regime, one that induces: a) efficient human precautionary care; b) efficient activity levels; c) investments in the R&D of safer AI; and d) the adoption of safer technology.[[147]](#footnote-147) Such a ‘manufacturer residual liability’ regime, however, assumes the existence of a human operator who is capable of directing the activity of the AI and eventually overriding its decisions (i.e. supervised AI). Hence, this proposed regime will not be sufficient for addressing the potential hazards in instances where AI is completely capable of self-determination (i.e. unsupervised AI). This scenario and potential legal remedies are addressed in the next section.

**5.Conclusions**

Super-fast economic changes spurred by world-widely integrated markets and related explosive growth of generative AI represent one of the most triggering questions of the modern world. The world is on the threshold of the fourth industrial revolution that draws its energy from big data combined with algorithms and powerful computers. The current digital revolution is marked by its global scale, rapid convergence and the enormous impact that breakthroughs in emerging technologies are having on countries, economies, societies, international relations and the environment.

 As discussed, the unprecedent breakthroughs in the Generative AI, which produces text or images automatically and has thus become a potential menace because of its awesome power and its uncontrollability, represents, via its noxious combination, a formidable and unique challenge for regulator and lawmaker hoping to limit its capacity for harm. With most recent generative AI, it is difficult to separate benign uses from the more sinister. Moreover, even the most sophisticated AI makers admit that they cannot explain (due to neural-networks) exactly how the technology works, or predict when a particular input in the form of a prompt will lead to a particular output.

 Thus, current version of the EU AI act might not adequately del with generative AI and the current risk-based approach (designed for ‘classic’ AI where predesigned purpose and control of algorithmic process was still possible). Current attempts to merely list generative AI on the list of high-risk AI might be, due to its dual nature (no intended purpose and /dynamic context and scale of adoption) inadequate and even counterproductive (deterrence of innovation). Namely, characteristics of the most novel generative AI that, as of time of writing, appeared just few weeks ago challenge the current EU AI Act approach in several different ways (e.g. the feasibility of sorting generative AI systems into high/no risk categories, the unpredictability of future risks and concerns around private ordering where ultimate use is actually defined by the end user).

 In order to mitigate identified shortcoming of the current EU AI Act this paper provides a list of systemic regulatory proposals and instruments. These include proposal for co-regulative and hybrid regulatory approach, introduction of manufacturer residual liability rule, general monitoring obligation of systemic risks and registration, regulation of contractual relationships between providers and users. To conclude, we argue for employment of hybrid forms of regulations, including the co-existence of regulatory contracts and independent regulatory oversight. The choice from the menu of options, including hybrid combinations, depends ultimately on the best fit with the super-fast technological development and progress.
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